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Introduction

Problem
•Final image quality is of pivotal importance in end-user imaging
systems such as DSLR and smartphone cameras
•Post-capture enhancement is an ill-posed problem that demands
appropriate transformation of properties such as colour, saturation and
luminance
•Successful manual enhancement often requires digital artistic skill, time
and professional software

Observations
•Digital artists modify image properties through manual control of

adjustment curves
•Popular parameterised manual enhancement tools allow for smooth global
image adjustments
•Effective image enhancement requires both local and global adjustment
Research questions
1 Can we automatically estimate, and apply, image adjustment curves to
improve perceptual quality?

2 Which curves and colour spaces should be considered?

3 Does adjustment application ordering matter?

Poor exposure input Our approach Professional digital artist (GT)

Proposed approach and contributions
•CURL: multi-colour-space neural retouching block. We learn
piece-wise linear scaling curves towards adjusting image properties in a
human-interpretable manner
•A multi-colour-space loss function: guides sequential and
differentiable image transforms in multiple colour spaces (HSV, Lab, RGB)
•TED: Transformed Encoder-Decoder backbone. We modify network
backbone architectures by streamlining the use of skip connections towards
improving decoder performance
•State-of-the-art performance on three competitive benchmarks

TED and CURL image enhancement:
Method Overview

•Our CURL retouching block receives input image features from an
arbitrary encoder-decoder backbone network
•TED provides an example multi-scale encoder-decoder backbone, and this
pairing defines our system (Method Overview)
•Local pixel adjustments are enabled by the backbone (TED) and the
retouching block (CURL) learns curve layers that allow global
adjustment of image properties

† work carried out at Huawei Noah’s Ark Lab

Method Overview
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Transformed Encoder/ Decoder (TED) backbone

•Our backbone architecture TED enables local pixel adjustment with a U-Net like structure
•We find global and mid-level contextual consideration to be important; lessening spatial inconsistencies
•Context is accounted for by fusing global and mid-level features using a multi-scale contextual awareness (MSCA) connection
•Our single skip connection trades-off parameter complexity and image quality
•We highlight that endowing a skip connection with multi-scale processing reduces relative parameter counts yet can also improve image quality
•Fusing multiple levels of image context delivers more contextually relevant features for the decoder path
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CURL: Neural Curve Layers for Global Image Adjustment

•CURL: our global image colour, saturation and luminance retouching block
•The previous TED network outputs a H×W×C tensor, that is fed to the
CURL block
•H×W×C tensor represents the image to be globally enhanced,
concatenated with additional feature maps serving as neural curve layer
input features
•We perform a regression to acquire curve knot points of piecewise-linear
adjustment curves, for multiple colour spaces
•Learned adjustment curves enhance image I by scaling pixels in three colour
spaces (HSV, CIELab, RGB)
•CURL therefore regresses expressive curves, used to scale rather than

remap colours c.f. existing approaches
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Quantitative results

•Example experiment: prediction quality for photographer C
enhancement retouchings (groundtruth). MIT-Adobe 5K [3] test images
•State-of-the-art performance; PSNR, SSIM, LPIPS
•Efficient architecture (neural weight parameter count)

Architecture PSNR↑ SSIM↑ LPIPS↓ # Params
TED+CURL 24.04 0.900 0.583 1.4M

DPED [4] 21.76 0.871 – –
8RESBLK [5] 23.42 0.875 – –
FCN [2] 20.66 0.849 – –
CRN [1] 22.38 0.877 – –
U-Net [6] 22.13 0.879 – –
DPE [3] 23.80 0.900 0.587 3.3M

↓ Please see our paper for additional quantitative results ↓

Qualitative results

DeepISP [7] (28.19 dB) TED+CURL (29.37 dB) Groundtruth

Example: Samsung S7 Medium Exposure dataset

DeepUPE [8] (16.85 dB) TED+CURL (23.55 dB) Groundtruth

Example: MIT-Adobe-UPE dataset

Summary

•We introduce CURL: CURve Layers for learnable image enhancement
• Inspired by digital artists, we learn image retouching adjustment curves
•Exploitation of image representation in three different colours spaces
(CIELab, HSV, RGB)
•Extensive experimentation reports state-of-the-art quantitative, qualitative
results across a suite of benchmarks
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